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Conclusion

Model Training

Vocal fold motion assessment relies on subjective clinical 
interpretation, leading to inter-observer variability and 
potential diagnostic inconsistencies. Quantitative 
approaches can improve reproducibility and speed of 
assessment through automation, but many current methods 
fail when visualization is impaired (due to epiglottic 
occlusion, etc.), a common clinical challenge. We developed 
a deep learning model that accurately tracks vocal fold 
motion even under partial occlusion, addressing a critical 
gap in quantitative vocal fold motion assessment.
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Our deep learning model successfully captured the shift 
from healthy vocal fold motion to vocal fold disfunction after 
recurrent laryngeal nerve transection.  This change was 
captured under conditions where previous methods have 
struggled – in situations where target structures are 
occluded by the epiglottis, saliva, or other obstructions. 
Automated analysis holds promise as a more efficient 
means of assessing vocal fold function by reducing inter-
observer variability and enabling consistent, reproducible 
evaluation. The model is capable of tracking vocal fold 
dynamics even in instances where visualization is impaired 
due to partial occlusion, thereby improving reliability in 
challenging scenarios.
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To develop a tracking model capable of handling occlusion, 
we utilized DeepLabCut. First, we extracted 20 
nonconsecutive frames from 42 laryngoscopy videos 
encompassing both healthy and recurrent laryngeal nerve 
(RLN) injured rats with varying degrees of visual obstruction 
and vocal fold impairment. Each frame was manually 
annotated with up to 16 anatomical landmarks: five points 
along each arytenoid's medial border and three along each 
vocal fold edge (A). Occluded landmarks were intentionally 
left unlabeled to explicitly train the network to recognize and 
handle partial visibility of target structures (B).

The DeepLabCut neural network then underwent iterative 
refinement. Initial training on the base dataset of 1000 
frames was followed by retraining on 160 frames where 
poor prediction confidence was identified, manually 
corrected, and reincorporated. This approach yielded a 
model that maintained tracking accuracy even when key 
anatomical structures were partially obscured.

The final model was visually inspected and displayed robust 
performance, successfully tracking vocal fold dynamics in 
conditions where portions of the vocal folds were obscured.
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Model Application
To evaluate the model’s ability to effectively track and quantify vocal fold motion under a 
diverse range of conditions, we utilized a right-RLN injury rat model. 8 rats underwent 
complete right RLN transection at the level of the sixth tracheal ring, resulting in right vocal 
fold paralysis. Vocal fold motion under anesthesia during respiration was recorded via 
laryngoscopy and subsequently analyzed using the deep learning model at pre-injury and 
post-injury timepoints.

Using the model tracking output, for each recording we quantified two metrics:

The anatomical similarities between rat and human 
larynges facilitate straightforward model translation. 
Applying the model to human laryngoscopy could enable 
rapid integration into clinical practice.

Clinical Application
Model Tracking Results

Ideal Function —

Rats at the pre-injury timepoint cluster heavily near the ideal 
section of the graph representing healthy vocal fold movement 
where phase is +1, indicating simultaneous adduction and 
simultaneous abduction of the vocal folds over the course of the 
recording. Pre-injury, rats also have an amplitude metric of 0, 
indicating that the right and left vocal folds travel the same 
distance during adduction and abduction.

Rats at the post injury timepoint score near 0, indicating that the 
vocal folds do not move in unison either during adduction or 
abduction (i.e. one fold is immobile), or phase is negative, 
indicating paradoxical movement where one vocal fold abducts 
while the other adducts, moving towards the midline. Rats post-
injury also universally display positive amplitude metrics, 
indicating that the right vocal fold travels a shorter distance during 
movement (i.e. right vocal fold paresis/paralysis).

Together, these results demonstrate that the model successfully 
captured and quantified a shift from pre-injury healthy movement 
to right vocal fold paralysis post-injury.

Larynx

RLN

Aortic Arch

Vagus Nerve

Laryngoscopy was performed on anesthetized rats placed in 
the supine position using a 30° 4mm rigid endoscope 
(Olympus WA96202A). Videos were recorded at 
1920x1080p, 60 Hz, via an Ecleris HD camera processor 
and captured using an Elgato HD60 digital converter. The 
tongue was retracted using forceps to allow for better 
visualization of the glottis.

1) The relative direction of motion of the left and right vocal folds to each other (phase), where a value of +1 indicates 
healthy simultaneous adduction or abduction of the folds, and a value of -1 indicates paradoxical motion where one 
fold adducts while the other abducts

2) The relative magnitude of motion of the vocal folds to each other (amplitude), where a negative value indicates a left-
sided paresis, a positive score indicates a right-sided paresis, and a value of 0 indicates equal distance travelled of 
the folds during movement.
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